978-1-5386-6249-6/19/$31.00 ©2019 IEEE

TEMPORAL REGULARIZED SPATIAL ATTENTION FOR VIDEO-BASED
PERSON RE-IDENTIFICATION

Xueying Wang', Xu Zhao'"

'Department of Automation, Shanghai Jiao Tong University

ABSTRACT

Video-based person re-identification aims at matching video
sequences of a person across different camera views. How to
explore the abundant appearance and motion information in a
video sequence is crucial to tackle this problem. To this end,
we first introduce a parameter-free spatial attention module to
emphasize the importance of discriminative regions. Then we
apply a temporal regularization term on spatial attention to re-
fine corrupted region caused by occlusion and blur. This term
allows the attention response at one position in a frame to be
related to other frames of the same position. Extensive exper-
iments are conducted on iLIDS-VID and PRID-2011 dataset-
s. The experimental results demonstrate that our approach
surpasses the existing state-of-the-art video-based person re-
identification methods on iLIDS-VID and PRID-2011.

Index Terms— person re-id, spatial attention module,
temporal regularization, focal loss

1. INTRODUCTION

The problem of person re-identification is to recognize the
same pedestrians over non-overlapping camera views. It is
a critical research due to its extensive applications, such as
public security and forensic investigation [1, 2]. Research-
es on this problem has received increasing attention in recent
years. However, this task still remains as a challenging prob-
lem, since there exist intricate variations of body poses, light-
ing conditions, backgrounds and viewing points.

Person re-identification algorithms can be divided into
two categories: still image-based approaches and video-
based ones. Most existing researches [3, 4, 5] are made to
solve the problems on still images, while video-based per-
son re-identification has received less attention. Compared
with image-based methods, video-based methods are more
suitable in real-world applications. Video-based re-id pro-
vides rich appearance information from different frames so
that it is more robust to noise. Besides, motion context in-
formation, such as gait, could also be used in identifying
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pedestrians. In this paper we focus on the video-based person
re-identification.

For video-based Re-id, it is critical to fully utilize spa-
tial and temporal features of video sequences. Liu et al. [6]
align the dynamic appearance of video sequences globally by
body part segmentation and gait information. You et al. [7]
design a top-push distance learning model to enforce the opti-
mization on top rank matching in person re-identification. In
recent years, deep networks have been extensively utilized in
Re-id. Neural networks have been employed to learn more ro-
bust features and accurate similarity values for image pairs or
triplets. McLaughlin et al. [8] utilize Recurrent Neural Net-
work (RNN) to fuse temporal features extracted from frames.
The outputs of RNN from every time step are averaged to
generate the sole representation of a video sequence. Xu et
al. [9] extend the RNN-CNNs architecture by decomposing
pooling into two steps: a spatial pooling layer on CNN fea-
tures to select key regions, and an attentive temporal pool-
ing layer on RNN outputs to select key frames. Recent stud-
ies discard RNN and apply a temporal attention mechanism
[10, 11, 12], in which they generate quality scores for frame-
level features, and adopt attention weighted average pooling
to aggregate temporal features.

However, the methods above ignore an important effect
of the temporal information, which has great potential in re-
ducing spatial noise. Once the feature representation of one
frame is corrupted by noise, instead of discarding this frame,
other frames in the video should provide complementary in-
formation to recover this corrupted frame. Also, those tempo-
ral attention mechanisms above can only discriminate frames
by assigning different attention weights to different frames,
therefore, they cannot discriminate either different frames in
the video sequence or the different body parts in one frame.
Besides, most attention mechanisms consist of convolutional
layers which require additional parameters.

In an attempt to solve the above problems, we propose
a simple yet effective temporal regularized spatial attention
framework, as shown in Fig 1. The main novelties of the
proposed framework are summarized as follows:

e We introduce a spatial attention layer to discover salient
regions of each input frame and it is entirely parameter-
free.
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Fig. 1. The overall architecture of the proposed method. GAP: global average pooling. TAP: temporal average pooling.

e We propose a temporal regularization term on spatial
attention to learn both discriminative spatial features
and discriminative temporal features at the same time.
This term is able to eliminate sequence noise and re-
cover corrupted regions across time.

e We demonstrate the effectiveness of our approach on
two commonly used person re-id datasets (PRID-2011
[13] and iLIDS-VID [14]). The final results achieve
Rank-1 accuracy of 92.1% and 82.7% on PRID-2011
and iLIDS-VID datasets, respectively.

2. APPROACH

2.1. Framework

We choose ResNet-50 CNN [15] as our backbone to ex-
tract features of each image. The first layer of ResNet-50
is a convolutional layer called convl. There are four resid-
ual blocks following convl named resl, 2, 3, 4 respectively.
Some modifications are made on ResNet-50 CNN in this pa-
per. In order to enlarge the final feature map, we set the stride
of res5 module to 1. As a result, every input image is repre-
sented by a 16 x 8 feature map of 2048-dim. We randomly se-
lect N frames in a video sequence, then each video is denoted
as X = {z1,2?,..., 2V}. We refer to the modified ResNet
as a feature descriptor, /™ = ¢(z™). Each input frame z" is
represented by f" after ResNet.

2.2. Spatial Attention Module

Spatial attention mechanism aims at locating discrimina-
tive regions. Previous attention modules consist of convolu-
tional layers or fully connected layers which bring high com-
putational cost to training process. In order to simplify the
architecture, similar to [16], we introduce a parameter-free
spatial attention module followed by the ResNet backbone.

The illustration of the spatial attention module is shown
in Fig 1. Given the feature maps of an input video. The size
of a feature map f" is denoted as H x W x C'. First, we sum
the feature map along channel dimension thus we get a 2-D
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feature map R of H x W,

c

Ru(i,d) = > £ (i 5)- $))
k=0

Instead of using multiple convolutional layers, we generate

the corresponding spatial attention map by operating softmax
function on R,

1) Rulid) o
on(i,j) = ="
Zi,j eftn(4,9)

As aresult, each position (4, j) is assigned a special attention
score «(%,7) which represents importance degree at spatial
position (7, 7). «(1, j) will be multiplied to all the activations
through the depth channel of f™ for the corresponding spatial
positions. Therefore, the output v of a parameter-free spatial
attention module is written as

v" :fn(lmj)an(lvj) (3)
The same operations are applied on all the selected frames of
input video.

2.3. Temporal Regularization

For a video sequence, feature representation for each
frame should be similar to each other to represent the same
person. As mentioned before, for each time step, the attention
at each position sum to 1 by the softmax function. However,
there is no constraint across time that the attentive receptive
field of one frame needs to be similar to the attentive recep-
tive field of another frame. In intelligent surveillance, it is
common that some frames in a sequence suffer from occlu-
sion and blur pollution. That makes it possible for the learned
spatial attention scores easily detect one specific region and
largely ignore other parts of the images so that different
frames would locate different regions. In order to alleviate
this case, inspired by [17], we impose an additional penalty
term over the location attention. To restrict the differences
between frames, we need to minimize 1 — Zg o, (i, 7) which



is equivalent to minimizing (1 — Ziv ay(i,5))?. Therefore,
the regularization term Reg is defined as

Reg-ZZl—ZanZ] 4

1=0 j=0

We add this inter-frame regularization term to the original loss
function L;,.4; defined in Eq.(9) and multiply a coefficient ),

min(Ltot(Ll + )\Reg) (5)

2.4. Loss Function

For person re-id, recent studies usually utilize both the
ranking loss and classification loss. We employ the triplet
loss with hard mining [18] as our video-level ranking loss.
This constraint forces the distances of most similar pairs to be
smaller than distances of most dissimilar pairs with a margin
m. Thus, the ranking loss is defined as

11 X
zigzszr max D(vzavvl,P)

,  (6)
D(visasvjn)l+

— min
P

1.
1...K
J#i

where P is the number of identities sampled in a mini-batch
and each identity has K tracklets. We define v; , as anchor
samples , v;,,, as positive samples and v;,, as negative sam-
ples. Here, positive and negative samples indicate samples
with the same or different identities from anchor samples,
D(,-,) is the L2 distance between two sequence feature em-
beddings.

Inspired by the impact of hard example mining, we intro-
duce the focal loss [19] proposed in dense object detection on
classification task to predict the identity. The idea is to assign
hard examples a higher weight than easy examples. Given an
image feature representation v;, the probability of v; belong-
ing to the ¢;-th class is denoted as follows,

p; = Sigmoid,, (FC(v;)). 7

Then the focal loss can be formulated as follows,

1 PK
Ly =5 ;(1 — i) log(p)- ®)

The total training objective is the combination of focal loss
and triplet loss,

Liotar = Lf + L. (9)
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3. EXPERIMENTS

We conduct experiments on two publicly available dataset-
s: iLIDS-VID [14] and PRID-2011 [13]. All experiments are
conducted with publicly available code of Pytorch [20] on
two NVIDIA GTX1080 GPUs.

3.1. Datasets

iLIDS-VID consists of 600 person sequences for 300 i-
dentities. Each identity contains two video sequences cap-
tured by two non-overlapping cameras . PRID-2011 includes
person sequences from two disjoint camera views, with 385
and 749 persons respectively. However, there are only 200
persons appeared in both cameras. The sequence length of
videos in iLIDS-VID range from 23 to 192 frames, with 73
frames as the average duration. In contrast, each sequence in
PRID-2011 has 100 frames on average, with sequence length
varying from 5 to 675 frames.

3.2. Settings

Following the evaluation protocol in [21]. we randomly s-
plit iLIDS-VID and PRID-2011 datasets into two equal-sized
sets for training and testing. Cumulative Matching Charac-
teristics (CMC) [22] and mean Average Precision (mAP) are
adopted to evaluate our method proposed in this paper.

As discussed in section 2, we randomly select N=15
frames from each input sequence, and adopt the modified
ResNet pretrained on the ImageNet [23] dataset as our back-
bone. The input images are resized to 256 x 128 pixels. In
order to increase data diversity, random horizontal flipping is
applied. We employ temporal average pooling as our feature
aggregation function so that a variable-length input sequence
can be mapped to a video-level representation of fixed dimen-
sion. The triplet loss margin is recommended to set at 0.3, the
coefficient A in Eq.(5) is set to 1 and ~ in Eq.(8) is set to 2.
Adaptive Moment Estimation (Adam) with a weight decay of
0.0005 is deployed as our optimizer. During training process,
we set the total number of epochs to be 600, starting with a
learning rate of 0.0003 and decay to 3 x 10~% and 3 x 106
rate after 200 and 400 epochs. During inference, ranking
loss, classification loss and regularization term are discarded,
and Euclidean distances between extracted features are used
to measure sequence similarities.

3.3. Ablation Study

We analyses the effectiveness of each module of our pro-
posed methods. We carry out several experiments including
w/ or w/o triplet loss, w/ or w/o spatial attention module,
w/ or w/o temporal regularization and focal loss or cross-
entropy loss. All our experiments on iLIDS-VID and PRID-
2011 datasets are of the same settings as discussed above. In
Table 1, the performance of each component is listed.



Table 1. Ablation study on each component of our model on iLIDS-VID and PRID-2011 datasets. Rank 1, 5, 10, 20 accuracies

(%) and mAP (%) are reported.

Model iLIDS-VID PRID-2011

R1 R5 | R10 | R20 | mAP | R1 RS R10 | R20 | mAP
Baseline 612 | 853 | 91.2 | 945 | 740 | 843 | 96.6 | 972 | 989 | 874
Baseline + L, 68.6 | 88.7 | 904 | 948 | 77.7 | 88.0 | 97.2 | 97.8 | 99.5 | 89.7
Baseline + L, + SAM 735|914 | 920 | 96.0 | 81.2 | 91.0 | 97.5 | 985 | 99.8 | 923
Baseline + Ly + SAM + Reg | 81.3 | 94.1 | 96.0 | 98.7 | 862 | 91.3 | 98.9 | 99.9 | 100.0 | 93.2
Baseline + L¢ + SAM + Reg | 82.7 | 95.5 | 98.7 | 99.3 | 87.9 | 92.1 | 98.8 | 100.0 | 100.0 | 94.1

Baseline refers to modified ResNet trained with soft-
max cross-entropy loss, in which the video sequence length
N 1is set to 15. Average pooling is adopted to generate
the single video-level representation. L, represents hard-
batch triplet loss, and “+4L,” means hard-batch triplet loss
combined with softmax loss. SAM is the spatial attention
module we introduced. It produces a 16 x 8 attention score
map and this map is used to calculate the weighted feature
map of each input frame. Compared with Baseline + L,
, SAM improves Rank-1 accuracy by 4.9% on iLIDS-
VID and 3% PRID-2011 respectively. From the result-
s, we can see that spatial attention module is very effec-
tive at detecting discriminative regions which is helpful for
boosting re-identification performance. Reg corresponds
to the proposed temporal regularization term. After adding
Reg to Baseline + L, + SAM, the Rank-1 accuracy
and mAP improve by 7.8% and 5.0% on iLIDS-VID, as
well as 0.3% and 0.9% on PRID-2011 respectively. It is
obvious that this temporal regularization term can allevi-
ate frame diversity and recover noise part thus the re-id
performance is improved. Lg means replacing the cross-
entropy loss in Baseline + L, + SAM + Reg with fo-
cal loss. As shown in Table 1, on iLIDS-VID, focal loss
exceeds cross-entropy loss by 1.4%/1.7% in Rank-1/mAP,
respectively. And in PRID-2011, the improvment reach-
es 0.8%/0.9% in Rank-1/mAP. It is obvious that all the
components of our model contribute to our final results.
When all the components are added together, representing
as Baseline + Ly + SAM + Reg, we achieve 82.7%
and 92.1% Rank-1 accuracy on iLIDS-VID and PRID-2011
datasets respectively. Meanwhile, for each input sequence,
only 0.0672 seconds are needed to generate the feature repre-
sentation.

3.4. Comparison with State-of-the-art Methods

We compare the performance of our proposed framework
with some state-of-the-art methods. In Table 2 and Table 3,
we show the recognition rates at Rank 1, 5, 10, 20 respective-
ly for both iLIDS-VID and PRID-2011 datasets. On iLIDS-
VID dataset, we attain the highest performance for Rank-1
accuracy, that is 82.7%. Compared with method STAN, the
Rank-1 improvement achieved by our approach is 4.1%. On
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PRID-2011 dataset, our approach is only slightly lower than
STAN in terms of Rank-1 accuracy. This is because our ap-
proach cannot be fully expressed under simple background-
s and few occlusion. The results verified that our approach
achieves superior performance over other video-based state-
of-the art methods.

Table 2. Performance comparison of proposed model with
the state-of-the-arts on iLIDS-VID dataset in terms of Rank
1, 5, 10, 20 matching rate (%). The best results are marked
bold.

Methods R1 R5 RI10 R20
STA [6] 443 7177 837 91.7
TDL [7] 563 87.6 95.6 983
RNN [8] 58 84 91 96
ASTPN [9] 62 86 94 98
QAN [10] 68.0 86.8 954 974
RQEN[11] 76.1 929 975 993
STAN [12] 80.2 - - -
Ours 82.7 953 98.7 99.3

Table 3. Performance comparison of proposed model with
the state-of-the-arts on PRID-2011 dataset. The best results
are marked bold.

Methods Rl R5 RI0 _ R20
STA[6] 64.1 873 899 920
TDL[7] 567 800 876 93.6

RNN[8] 70 90 95 97

ASTPN[9] 77 95 99 99
QAN[10] 903 982 993 100.0
RQEN[11] 924 988 99.6 100.0

STAN[12] 932 - - -
Ours 92.1 988 100.0 100.0

4. CONCLUSION

This paper addresses the video-based person re-identification

problem with the proposed Spatial Attention Module and
Temporal Regularization term. Also, different from existing
works, we introduce a parameter-free attention mechanism
and apply hard mining on classification loss. Experimental
results demonstrate that our model outperforms other state-
of-the-art methods.
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